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ABSTRACT
Preservation of digital material is a challenge for which many 
archives feel underprepared and ill equipped. The National 
Archives (UK) has been working in collaboration with statisticians 
from the University of Warwick and partners from across the UK 
archives sector to develop a decision-support system which quan
tifies the risks involved in digital preservation. Through interdisci
plinary collaboration, this partnership has developed an interactive 
tool for managing risks to digital material, based on a Bayesian 
statistical network. The tool provides archivists with a different 
way of thinking about digital preservation, supported by an evi
dence base they can use to advocate for action. The project illus
trates the potential benefit of a collaborative approach, combining 
insight from different disciplines.
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Introduction

Project background

Digital archives, and the materials held in them, are rich, complex and fragile. They are 
under threat from rapidly evolving technology, outdated policies and a skills gap across 
the archives sector. To preserve this heritage for future generations, archivists must 
understand and navigate a wide and ever-shifting landscape of risk. This is a challenge 
which no single archive is currently equipped to address, and which can be met only 
through sharing our knowledge, embracing new methods and learning from other 
disciplines.

The National Archives believes we are moving from an era of relative stability in 
archival practice focused on predominantly analogue collections, to one of continual 
change.1 Each new generation of digital technology gives rise to a new set of risks with 
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Throughout this paper, digital material refers to anything stored within a digital archive. This includes born-digital 
records, digital surrogates created from analogue records, and digitized records where the digitized version of analogue 
material becomes the record held by the archive. Digital record is used where the nature of the material as a record is 
particularly important.
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which digital archives (i.e. those archives holding only digital material or both analogue 
and digital material) must keep pace. The Archives Sector Workforce Development 
Strategy published in October 2018 identified the need for an increase in digital skills, 
and a subsequent survey of UK archives in 2019 provided further evidence of the current 
skills shortage.2 There is also a widening gap between the resources we have and the 
resources we need. The techniques that could help close this gap — structured risk 
management, supported by sound evidence and robust statistics — are currently beyond 
the reach of the archives sector.

At the same time, the sector is facing a tipping point in the volume of digital material to 
be preserved. There is an urgent need for tools that will enable archivists to understand 
and explain risks and act to manage them.

This lack of skills and tools threatens the digital archive in several ways:

Risks to survival (Preservation risk)
For most of our history, archivists have worked with tangible records. With good care, 
most physical records are highly resilient. Their static nature and slow rate of change gives 
rise to predictable failures. Digital records are different. They are made of fluid and fragile 
data. They are not simply documents, but richer and more diverse types of content: 
threaded discussions using web-based tools, video, websites, structured datasets, and 
computer code. Digital records are often composite objects, potentially with multiple 
creators and owners.

Digital records rely upon short-lived software and hardware for their survival and will 
rarely last even a decade without intervention3. In this volatile and vulnerable environ
ment, change is continual and the interdependence between software, hardware, data 
and code is increasingly complex. Threats are varied and evolve rapidly, outpacing our 
ability to understand and manage them. This leaves the survival of our digital heritage at 
great risk.

Risks to context and provenance
Digital records are intangible and invisible. Creators easily amass chaotic ‘digital heaps’ of 
unsorted information that would have been impossible to ignore in physical form. This 
disarray removes records from their original contexts and can reduce a coherent, usable 
record to isolated units of data that lose much of their meaning. This is a threat to future 
access, trust and value for digital collections.

Risks to transparency, trust and inclusion
The digital archivist is part of the creation story of the record. Despite a professional 
emphasis on neutrality, whenever archivists act to capture, contextualize, preserve and 
present the record, archival processes and biases inevitably creep into the story these 
records tell. This is exacerbated for digital records, which require deeper and more 
frequent intervention than analogue formats.

A failure to recognize and articulate this risk arises from a narrow focus on risks 
inherent in technology, to the exclusion of the impact of our own actions. Unless we 
can include these risks alongside other, more easily quantifiable threats, digital 
archives risk losing touch with the reality of our society’s changing values and diverse 
culture.
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Policy risk
Preservation policy across the UK digital archives sector is heavily informed by a set of 
models, standards, and processes which tell digital archives how to operate and define 
criteria for assessment or accreditation.

Even the best-resourced archive cannot implement every conceivable measure to 
reduce risk. We must all prioritize and make pragmatic decisions within the resources 
available to us. However, our standards are rigid and prescriptive by definition. They 
cannot measure risk or aid prioritization but represent an idealistic benchmark. To be 
compliant, an archive must achieve all that the standard specifies. This often leads to 
wasteful investment in actions that are not relevant in a particular environment. At the 
other extreme, we see that small local or community-based archives, operating within 
very limited resources, are at risk of not being perceived as trustworthy custodians of their 
own heritage because they cannot achieve full standards compliance.

Current digital preservation standards focus on the technical challenge of building and 
sustaining a digital repository. This requires a significant investment in infrastructure 
which, in turn, drives archives to prioritize technological solutions over work to address 
other, perhaps more pressing, threats. Our over-reliance on a standards-based approach 
in institutional digital preservation policies is not only limiting but potentially harmful — 
in effect, our policy environment becomes a source of risk to the archive. As our resources 
become increasingly constrained, we must equip archives with tools that help target our 
investment to drive better, evidence-based outcomes for the material with which we are 
entrusted.

Digital preservation as risk management

The idea of treating digital preservation as a risk management process is not new. In his 
1996 report ‘Preservation in the Digital World’, Paul Conway observed:

Organizing for preservation in the digital world is not, first and foremost, a search for process 
efficiency, as has been the case with traditional preservation, but rather an ongoing process 
of risk management, where the cost of digital file migration is judged against the cost of 
failure to preserve the files in terms of the patrons who need the information. The stake
holders in this organization extend well beyond the bounds of a preservation department or 
the administration of a library or archives to encompass technology specialists, marketing 
experts, and commercial vendors.4

There are different approaches to managing risk. As a UK government department, The 
National Archives follows the principles of the Treasury Orange Book.5 More generally, ISO 
31,000 establishes risk management procedures for use in business, and papers by 
Barateiro et al. examine this in the context of digital preservation.6

Vermaaten, Lavoie and Caplan provide a different digital preservation risk assessment 
model.7 The ‘SPOT model’ defines six digital desirable preservation outcomes (availability, 
identity, persistence, renderability, understandability, and authenticity). The paper also use
fully reviews other risk-based approaches to digital preservation. In particular, the authors 
note that several previous models are limited to particular subsets of threats, and that 
some threat categories tend to be described at a more granular and detailed level than 
others.8
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Of the prior work reviewed by Vermaaten, Lavoie and Caplan, a key step is a paper by 
Rosenthal et al. which distinguished the bottom-up, risk-led approach, from the top-down 
requirements of the OAIS Reference Model and related standards.9 Linking the two 
approaches are audit and certification schemes such as DRAMBORA, CoreTrustSeal (for
merly Data Seal of Approval), NESTOR Seal and ISO 16363 (previously TRAC). In effect, 
these provide a set of mitigations against digital preservation threats though, as noted by 
Vermaaten, Lavoie and Caplan, they do not always make clear which threats a mitigating 
action is intended to address. DRAMBORA is the most structured, and its authors also refer 
to its bottom-up nature, suggesting that it should be used as a means of driving 
continuous improvement for the archive.

Of later work, perhaps the most widely adopted are the NDSA Levels of Preservation, 
first launched in 2013 and recently revised.10 Since 2018, the UK Archive Service 
Accreditation standard has also required applicants to include an assessment against 
the levels.11

As a result, there is well-established and widely used guidance available to help 
identify the risks to digital archives, and mitigating practices are commonly in place. 
However, there is no guidance on how to quantitatively assess the risks and tailor action 
to the actual level of threat. This is vital if archivists are to recommend proportionate 
action and be seen as credible advocates for digital preservation.

The lack of a quantitative aspect to the existing general models makes it difficult for 
archives to determine which potential mitigation will deliver the greatest impact in 
reducing risk to their digital material, or conversely, to determine which risk (across all 
possible threat areas) is actually the most severe of those currently facing the archive. 
Meanwhile, the specific models may lead us to believe that these areas are the most 
pressing risks simply because these detailed models exist.

Any mitigating actions archivists take will incur cost, so decision makers must under
stand the expected benefits of these actions in order to assess them objectively. Without 
quantitative evidence, it is also harder to build an effective business case or advocate to 
funders and stakeholders who often have competing priorities. Securing resources for 
archives may be more challenging than for other sectors as the impact of inadequate 
preservation practices may not be understood until far into the future, so there is often no 
immediate or short-term evidence from which the decision maker can either draw 
reassurance or learn.

Aims and objectives

The Safeguarding the Nation’s Memory project aims to help archivists manage digital 
preservation risk through the creation of a new quantitative risk management framework. 
The framework is expressed in the form of an interactive web-based decision support tool 
known as DiAGRAM, the Digital Archiving Graphical Risk Assessment Model. The project 
brings established statistical methods into the digital heritage sphere for the first time 
through close collaboration with specialists working in this field. In addition, a partnership 
with archives from across the UK has allowed the creation of a structured evidence base 
through pooling our collective evidence and experience. This highly collaborative cross- 
disciplinary approach with the vision of sector-wide benefit is key to this work and will be 
discussed below alongside the project’s aims, methods and outcomes.
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Diagram will:

● Improve users’ understanding of the complex digital archiving risk landscape and 
the interplay between digital archiving risk factors

By design, the statistical techniques used to build the model reflect the conditional 
dependencies between digital preservation threats. As users spend time exploring sce
narios and policy options within the tool, they will begin to explore this complex interplay 
themselves and be able to take a more holistic view of risk events.

● Enable archivists to compare and prioritize very different types of threats to the 
digital archive

Unlike models that have come before, Diagram will allow users to make a direct compar
ison of the impact of risk events of very different types, such as storage failure, insufficient 
metadata, loss of integrity and physical disasters. Through this, we hope to enable 
archivists to make better informed decisions, achieve better value for money and support 
them in advocating for targeted action to manage specific digital preservation risks in 
their own operational contexts.

● Operate even where there is limited data or imperfect evidence

There has been very limited quantitative research to date on the likelihood and impact of 
digital preservation risks and the long timeframes concerned add to the difficulty of 
conducting such research. Where evidence does exist, it often relates to measurable 
technological events such as storage media failures and can be very specific and detailed, 
making it difficult to generalize for a more holistic approach. The statistical methodology 
used to develop DiAGRAM allows unknown probabilities to be elicited from subject 
matter experts in a structured and robust way, filling the gaps where there is little or no 
data currently available. This overcomes a significant barrier to applying more rigorous 
approaches to quantifying and managing digital preservation risk and opens the way to 
routine application of statistical methods to support decision making in digital archives.

● Enable a wider range of people to be involved in heritage

As a broader outcome, this project aims to build awareness of digital preservation and 
widen access to tools for assessing threats and planning action. In addition to working 
directly with project partners from UK archives spanning local government, corporate and 
academic organizations, the project is delivering a wide programme of engagement with 
national and international archives.

Uniquely, the project will also build a collaboration between the heritage sector and 
statisticians. This will raise awareness of our digital heritage with a group that does not 
usually engage with archives, increase awareness of the archives sector as an employer of 
statistical experts and create the potential for further successful collaborations to improve 
the heritage sector’s access to new techniques.
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Materials and methods

Initial exploration of Bayesian modelling at the national archives

The concept of a Bayesian model for Digital Preservation Risk was first expressed in The 
National Archives’ 2017 Digital Strategy.12 Initial exploration of this idea followed the 
principles outlined by Fenton and Neil.13 These principles, alongside worked examples 
and experimentation with a trial version of their AgenaRisk software, enabled the creation 
of a small proof-of-concept model which demonstrated the feasibility of this statistical 
approach for exploring digital preservation risk.

Wider reading suggested potential parallels with more established applications of 
Bayesian risk modelling techniques. For example, previous research into modelling the 
condition of railway bridges and determining an appropriate frequency of inspection14 

could be applied in the digital preservation sphere to model the deterioration of a digital 
collection over time and determine an appropriate frequency for fixity checking.

It rapidly became clear that specialist statistical knowledge would be required to make 
this vision a reality. Existing connections with the Alan Turing Institute brought The 
National Archives into contact with Turing Fellow Professor Jim Q Smith and, through 
him, the University of Warwick’s Applied Statistics & Risk Unit.15

Integrated decision support systems and Bayesian networks

Digital archivists often rely on experts with disparate fields of expertise when making 
policy choices in their complex, multi-faceted, dynamic environment. For those wishing to 
make evidence-based decisions which will best support risk reduction, one of the pro
blems faced is how to access the information and evidence they need and how to 
combine it to design and evaluate alternative risk management policies and actions.

An Integrated Decision Support System (IDSS) takes inputs from panels of domain 
experts and links them to allow a decision-maker to score each of the candidate policies 
she is considering, based on her measure of success — called ‘utility’. This utility can have 
many attributes, for example, it could combine the risks of losing different formats of 
record with the reliability of the preserved record and the cost of undertaking the policy 
intervention. The IDSS aids decision makers in understanding a problem by providing 
a clear evaluation and comparison of the possible options available. It can be built up 
piece-by-piece to combine expert judgement with data for individual subsystems, and 
then combine these to create a full inferential procedure able to represent even very 
complex systems. Each subsystem in turn may be underpinned by complex models and 
large data streams. Relevant information from each subsystem may be provided either to 
the decision maker or to another subsystem which relies on it.

The IDSS paradigm can be used with a range of different overarching statistical models. 
The model which best captures the complex interaction of factors in the digital archive 
landscape is the Bayesian Network.

A Bayesian network represents the subsystems as nodes and their dependencies as 
arcs (arrows, Figure 1). Formally, a Bayesian network consists of a directed acyclic graph 
and a set of independence statements, which tell us where the arc should be present 
and absent.
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Expert elicitation and the IDEA protocol

Where good quality data is not available, a ‘structured expert judgement elicitation’ 
technique can be applied.16 This well-established technique derives the required data 
by aggregating estimates from a panel of experts.

The IDEA protocol is one of several useful methods for structured expert judgement 
elicitation. The acronym IDEA arises from the combination of the key features of the 
protocol: it encourages experts to Investigate and estimate individual first round 
responses, Discuss and Estimate second round responses, following which judgements 
are combined using mathematical Aggregation.17

Prior to the elicitation the questions must be formulated, and the experts identified. 
Two types of questions may be asked during the elicitation: the questions of interest (for 
example ‘Out of 1,000 born-digital files, for how many would you expect an archive to 
know their conditions of use?’), and the calibration questions (for example ‘Out of 1,000 
hard drive disks kept in a monitored commercial environment, how many drives would 
you expect to fail within their first 12 months of use?’) with known answers which can be 
then used to calibrate the experts’ assessments.

Pre-elicitation, the problem is defined precisely to minimize any risk of semantic or 
other misunderstandings arising. The data on which the calibration questions will be 
based is identified and finally, some training is delivered to the experts to explain what is 
required of them. In the first phase of the elicitation stage the experts provide individual 
estimates of the quantities of interest by answering the questions without discussing 
with, or disclosing their responses to, the other experts. They are asked to provide their 
estimates in a particular order: their lowest plausible, highest plausible and their best 
estimate of the quantities of interest. This ordering is designed to avoid anchoring the 
upper and lower estimates around the best estimate and leads to better accuracy.

Figure 1. Bayesian Networks are flexible statistical models which accommodate the complex relation
ships between variables of a system (nodes). The arrows (directed edges) show direction of influence. 
In this example, the representation asserts that ‘Tools to Render’ depends on ‘Technical Skills’ and ‘File 
Format’, and the ‘File Format’ depends on the type of ‘Digital Object’ which also influences the 
‘Content Metadata’.
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The second phase is a facilitated discussion of the anonymized results for each ques
tion in turn, which irons out any residual semantic difficulties and allows experts to share 
their reasoning and any further evidence. This ensures that every expert is answering the 
same question based on the same evidence. The third phase is a second round of 
individual, private estimates, allowing experts to revise (or not) their estimates, based 
on what they heard in the discussion. The privacy afforded for providing second round 
estimates protects them from any pressure to conform to the views of others.

The calibration exercise is identical in format to the elicitation. The principal difference 
is that the ‘answers’ to the calibration questions can be checked but are not immediately 
accessible to the experts. The experts’ estimates on the calibration questions are com
pared to the known values and the experts’ performance can be calculated. These 
performance measures can be used to weight each individual’s answers when they are 
finally combined to form a single overall estimate.

The final stage is the mathematical aggregation of experts’ judgements. Commonly, 
some form of weighting is used based on the calibration exercise, which provides insight 
into the ability of the experts to estimate probabilities — a task known to be difficult. The 
ideal expert is both domain-savvy and good at estimating probabilities.

The elicitation workshop

In building the DiAGRAM tool, there were various areas where data was either not available 
or was too sparse or uncertain to be reliable. In these instances, the IDEA protocol was used 
to elicit quantities from our panel of experts in digital archiving. A series of workshops was 
held which iteratively and collaboratively produced a consensus on the interrelations 
between various subsystems and data that was available.18 This also revealed where data 
was missing or insufficient to provide good estimates for the model. The experts were all 
working in archives and so the need for background papers was obviated — their 
experience is what we needed them to bring to the table. The missing data were 
formulated into questions with clear operational meanings and calibration data sought. 
The calibration questions were interspersed with the questions of interest in order to 
obfuscate which were which. This allowed us to release the experts after the initial training 
and clarification session to complete the questions individually. The results were processed 
overnight, and the facilitated discussion was held the next day. Graphs were plotted of the 
experts’ estimates and presented in anonymized form as in Figure 2.

After the discussion, experts were again given time to adjust (or not) their first-round 
estimates. The new results were processed, and the final data produced and added to the 
model.

The final DiAGRAM model consists of the aggregated risk factors which threaten the digital 
archive, their respective probabilities and the dependencies between them, all expressed 
statistically and made available for querying and exploration via a graphical interface.

How DiAGRAM works

DiAGRAM asks the user a series of questions relating to their archive and its digital 
collections to provide data for the Bayesian model. These include (for example) the 
proportion of the records that are born-digital, the percentage of the digital material 
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with a copy held offsite, and the levels achieved in assessments such as DPC RAM and the 
NDSA Levels of Preservation.19

The answers are used to adjust the data in the underlying model to reflect the user’s 
archive and the results are expressed as two percentages: of 100 files how many of which 
the archive a) has intellectual control and b) can render. These two factors were deemed 
by the project team as the measures of success (or ‘utilities’) for the preservation of digital 
material.

These utilities are defined as:

(1) intellectual control: the probability that you have full knowledge of the file’s 
content, provenance and conditions of use

(2) renderability: the probability that you can provide a sufficiently useful representa
tion of the original file

Armed with the results (see Figure 3)”, the user can create scenarios to explore how 
these probabilities would change by answering some, or all, of the questions differently 
and comparing the two sets of results.

Downloading these as a graph or as raw data, this evidence can be used in a business 
case requesting additional resources, to inform a change in policy around storage media, 
or to develop a preservation plan for the archive’s digital collection.

Discussion

Model scope

One of the key challenges of creating DiAGRAM was deciding what to incorporate and 
what to leave out. The model needs to be a transferable tool that can be used by 
a repository as large and complex as The National Archives, as well as one that is, for 
example, a small charity repository run by a lone archivist. Ideally, it should be adaptable 
enough to be of use to para-professionals and community archives too. This meant that 

Figure 2. A range graph displaying the experts’ initial estimates to question 36: ‘Out of 1,000 born- 
digital files, for how many would you expect an archive to know their conditions of use?’ Each 
horizontal line represents the results from a different individual. For each of these horizontal lines, the 
leftmost point represents the individual’s estimate for the 5th percentile and the rightmost point the 
95th percentile. The short vertical line in-between these end points represents the individual’s 
estimates for the 50th percentile i.e. the median.
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fine-tuning the number of nodes, keeping the model to a manageable size and ensuring 
that the factors were readily quantifiable was key. Given the complexity of the digital 
landscape, this was no easy task.

The initial knowledge gathering workshop resembled a massive brainstorming exer
cise where archivists and technical experts drew out all of the factors that can affect our 
ability to effectively render and provide access to digital documents. The sequence of 
dependencies was then established, and this work slowly drew us towards our initial 
visual expression of a risk network for the digital archive. But this network had the 
potential to be vast and far-reaching and at this stage included such variables as target 
community, user type, and search facilities. This was where discussions were had, and 
compromises made. Some nodes were effectively amalgamated as they had no depen
dencies and only influenced one other node, making it justifiable to merge them 
together. Some nodes were collectively discounted due to an inability to quantify them 
or the fact that their role in the wider picture was so minimal. But there were some nodes 
that were more contentious. In the current iteration of DiAGRAM, the decision has been 
made to omit the acquisition, trust in service, and service continuity nodes that were 
originally part of the network (see Figures 4 and 5). It is not a decision that was reached 
easily and we believe that it is important that some representation of the discussions 
around their exclusion in particular should be provided as they remain important con
siderations and potential obstacles in the digital risk conversations.

Figure 3. A snapshot of DiAGRAM’s user interface. This image shows the user having set up an initial 
model of their archive and then creating three scenarios where they have investigated potential 
changes that they could make to their digital preservation practices or systems. The purple bars 
represent the score for renderability for the model and each scenario, and the orange the score for 
intellectual control.
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Acquisition
Whilst it is true that preservation cannot be undertaken on a record unless it has been 
acquired in the first place, we agreed that the starting principle of this model would be 
the assumption that this has already happened and that there is material to preserve. 
Many factors contribute to the success (or otherwise) of the acquisition process and it 
could easily be an endpoint node in a larger network of its own, hence the decision not to 

Figure 4. The network of digital preservation risks as of 31 December 2019, before acquisition, service 
continuity and trust were removed.

Figure 5. The latest network of digital preservation risks as of 14 October 2020.
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include it in DiAGRAM. Further, as the preservation risks under consideration are 
expressed from the perspective of the archive, they can only be applied to records the 
archive holds. Widening the model to include a consideration of whether the correct 
material is being acquired in their complete form crosses this conceptual boundary.

Trust in service
Initially this node was simply trust. Archivists and repository custodians are constantly 
seeking to preserve and demonstrate authenticity and strive to be a ‘trusted’ repository 
and therefore it should be of little surprise that trust began life in DiAGRAM as a key 
outcome node. But the discussion around what we meant by trust revealed a complex 
landscape of factors contributing to trust, why we wanted trust, and what we wanted 
trust in.

It became clear that we needed to separate out trust in the service or repository and 
trust in the authenticity of the digital record, as it is perfectly possible to trust the service 
but not the record. Once we had done this, we were able to ask: what does trusting 
a digital document mean, what needs to be in place and what must we demonstrate 
for a user to have trust in the document? The events which influence this were identified 
as a combination of measurable factors such as fixity and system security, and so trust in 
the digital record became the ‘integrity’ node and remains in DiAGRAM.

Trust in service however is more subjective and very hard to measure — many services 
have attempted to poll users regarding user experience and the results are always lacking 
in insight. Further, as we had already illustrated that it is not necessary for a user to trust 
the service for them to have trust in the digital records, trust in service was removed from 
DiAGRAM. Its fundamental importance may be discussed in a future paper.

Service continuity
This is arguably the most contentious exclusion because it can have a fundamental 
biggest impact on the feasibility and success of a digital preservation programme. And 
therein lies the reason it has ultimately been excluded from DiAGRAM. Archivists and 
collections custodians are frequently engaged in justifying their existence, proving their 
worth to the wider organization and the public, and advocating for more resource. They 
must constantly fight their corner in order to secure service continuity. For this reason, an 
archivist will always, rightly, argue that the key to delivering the best service they can and 
mobilizing the potential of the collections is stability and resource. Consequently, men
tion of this need arises at every opportunity.

We are by no means challenging this view, nor do we claim that digital preservation 
risk is immune from, and stands apart from, the need for service continuity. In fact, we 
have excluded service continuity as a node from DiAGRAM because we recognize its 
fundamental importance to the success of anything an archives service is tasked with 
delivering. Digital preservation is quite simply a non-starter without service continuity and 
the resources implicit within it, even if it is something as seemingly straightforward as 
having the ability to install a particular piece of software. Each node within DiAGRAM 
depends on resource, so situating the service continuity node outside of the network 
underlines its importance. No effective programme of work to reduce risk to the archive 
can take place without it. On a more granular level, most of the more measurable risks 
which might arise from a lack of service continuity (such as loss of data or poor knowledge 
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management) are already expressed elsewhere in DiAGRAM and so those particular 
scenarios can be modelled by examining the impacts on those nodes.

The collaborative process

The project team members came from three disciplines which do not have existing 
mutual connections or a history of cross-collaboration. Within the digital archiving sphere, 
there is a long-established tradition of collaboration (digital preservation is very much 
a ‘team sport’) and collaboration between archivists and computer scientists is becoming 
increasingly common. However, it is unusual for archivists to work with statisticians. Here 
we describe the experiences of some of the specialists on the project, each reflecting on 
what they learnt from the collaboration and the ways in which they adjusted their 
approaches to meet the needs of the other disciplines and build a strong partnership.

Experience of mathematical scientists working with archivists
There are a number of typical responses of problem owners to engaging with the 
mathematical sciences. One is that they believe it cannot help and are very sceptical. 
Another is that it is like magic and can do everything. The truth lies somewhere in 
between — in most problems with a quantitative aspect, mathematical sciences can 
provide additional insight, but can only draw out information and not create it out of 
thin air.

Working with The National Archives and their partner archivists has been a real 
pleasure. We have learned so much about archives and archiving which gives us 
a much richer appreciation of the value of the sector and the challenges it faces. Two of 
the National Archives project team have a mathematics background, which made our 
lives a lot easier. They were able to provide translation services when language of 
discipline culture threatened to obfuscate important matters. In modelling, we try to 
abstract the main drivers of a problem and use them to assess the effect of interventions. 
One challenge in dealing with enthusiastic archivists is to convey that, however interest
ing it is, some of the esoteric details are irrelevant for the model — we are not trying to 
replicate it in every aspect. It is also difficult — and this is true of many sectors — that 
conveying an accurate understanding of the level of precision a model can offer is 
difficult. Models take quantitative inputs which have variability and uncertainty asso
ciated with them, so the outputs of the models — the ‘answers’ cannot be more accurate 
than the information received. It is important to have a sense of the least significant 
difference between two numbers, whatever we are measuring.

It was delightful to meet so many enthusiastic archivists during the three workshops. 
Many expressed their fear of or aversion to maths, as society conditions us to, but still 
came with an open curiosity about what it could offer in the digital preservation space. 
They all contributed very meaningfully to the discussion on the relationships between 
various elements of the digital preservation system and what drives change or risk in that 
context. This was essential for modelling the system.

Perspective from the tool developers
The requirements for DiAGRAM were constantly changing which meant that it was 
important to maintain a feedback loop between the archivists and developers. In the 
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initial stages, simple designs were made that demonstrated the functionality of 
DiAGRAM. These designs were shared with The National Archives who would provide 
feedback that would be used in future designs. This feedback loop is what allowed us to 
ensure that DiAGRAM was able to evolve quickly to meet the latest requirements. Mid- 
development, a workshop was held that allowed us to gain more detailed feedback. 
This was a pivotal point in development and had a big influence on the current state of 
DiAGRAM. Here we were able to test different ideas as well as listen to the concerns of 
the archivists. It quickly became apparent that the archivists had different levels of 
statistical knowledge which needed to be reflected in DiAGRAM. This is what led to the 
development of the advanced and simple customization tabs, designed to cater for the 
different levels of skill within archives. We believe that these group workshops between 
the archivists and developers are a vital part of the requirement gathering process and 
allow us to include more people in the feedback loop, ultimately making DiAGRAM 
a better platform for archivists.

The main development motive was to produce an interface that is the most intuitive 
for an archivist, however, coming from a computer science background, our interpreta
tion of the requirements was often different. A feature that seemed to us to be easy to use, 
user input for the conditional probabilities of the nodes, was reported to be confusing and 
ambiguous by the beta version users. We initially decided to develop it as a numeric input, 
but the archivists wanted a more familiar experience, such as slider input or radio buttons. 
It was all about tuning our thought process before being able to have effective inter
disciplinary collaboration.

Another unique factor during this collaboration was the maintenance of DiAGRAM. In 
a typical computer science setting, the post-development changes are handled by 
developers with similar skills to those that wrote the application. Due to the nature of 
the project and our limited availability however, the changes were managed by the 
Project’s Research Assistant, who has a less advanced knowledge of the development 
environment and tools. Due to this, we employed coding techniques that would allow 
anyone with basic coding knowledge to make changes. For example, instead of embed
ding the user input fields and node labels within the source code, we created a text file 
and made the code read from that file, to make the tool more readily configurable. Any 
change to the corresponding field in the text file is reflected in the user interface. This will 
make the tool more easily sustainable for the future.

Working with the archivists from The National Archives and others such as Transport 
for London has broadened our perspective around the translation of project requirements 
to source code and understanding the desired user experience.

Archivists’ perspective
The first workshop introduced participants to Bayesian network principles and 
theory. Most of the archivists had never been exposed to Bayesian networks prior 
to this project. Following some initial confusion, working through a number of 
exercises helped the principles and methods become clear. The presence of part
ners with different areas of expertise in the room enabled further learning 
exchanges between participants during the workshops as archival workflows and 
processes were discussed to decide upon nodes. As each node was examined and 
debated between groups, it was quite valuable to hear challenges to my own 
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domain and assumptions in the round. Due to the range and depth of expertise 
within the group this ensured that elements outside of each individual’s expertise 
were taken into consideration.

The advantage of creating DiAGRAM in this manner meant that the discussion 
about each variable took into account technical, archival and statistical factors. As 
the work progressed and the tool developed, we could see how assumptions and 
perceptions of risks within our various organizations could be adapted to the model. 
The flexibility of the tool enables an archive of any size to analyse collections on both 
a macro and micro level. Risks can also be analysed as conditions change within the 
archive over time. Outputs from the tool can be used when making business decisions 
regarding resource allocation and effort for the life cycle of digital content and 
collections.

I was initially concerned that my relatively traditional archival background would 
not have furnished me with a strong enough grounding in probability and statistics. 
To some extent this proved to be true. There are details of how the model works that 
I cannot explain, and I have relied on more qualified team members to understand 
and make the right decisions. I would therefore, not only agree with the Statisticians’ 
perspective on how much the inclusion of two mathematicians in The National 
Archives’ team aided building the model, I would say they were a large part of its 
success. They were able to help translate between statistical and archival frames of 
reference and this proved hugely useful, especially in the early stages of the project 
when the partners from the two disciplines were learning about each other’s subject 
areas.

Working with mathematicians on this project has demonstrated just how much 
a discipline that we thought completely unrelated to archives can help the profession 
tackle problems that were previously considered intractable. All that was needed was 
the willingness to engage with unfamiliar subjects, to ask lots of questions and 
relinquish some assumptions (and fears). As archivists we had the opportunity to 
talk about our profession to a fresh audience which was not only interested but 
wanted to understand it from a different point of view which made us examine our 
work through a different lens.

Conclusions and further work

Extensions of research

During the creation of DIAGRAM, we encountered several areas where the digital 
archives sector as a whole lacks quantitative data. Although expert elicitation 
protocols such as the IDEA protocol described above can be effective in filling 
these gaps, there is no question that effective management of digital preservation 
risk requires a sound evidence base to inform decisions. Some of the gaps we 
encountered will always benefit from elicitation approaches whilst others would be 
better addressed through more structured approaches to data collection in digital 
archives. This may be complex and, in some areas, coordinated projects will be 
required to examine and understand requirements and build the evidence base 
that is needed. However, there are also a number of simple steps that archives can 
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take today which would vastly improve the accuracy and availability of good data 
to support the long-term preservation of digital material, now and far into the 
future.

We recommend an increased focus on the collection of operational data in digital 
archives. This data may arise from direct actions taken by archivists to manage the 
material themselves, and from actions that relate to the wider infrastructure and policy 
environment in which the digital archive operates.

For example, improved self-monitoring of storage media failures will provide 
quantitative data that will help put this risk into context. Existing approaches to 
data capture should be extended to record more comprehensive and structured 
information on the media itself: not only make, batch, capacity and date of creation, 
which many archives already record, but factors such as how long the media was in 
operation before it was replaced, the reason for replacement, how often it had been 
read and written to and how much of its capacity was used. It is important to 
recognize the value of such data not only for resource planning, but as part of the 
preservation process itself.

Similarly, we recommend increased internal recording of preservation actions such as 
fixity checks and, most importantly, their frequency and outcome. Even archives that take 
analogue only accessions can assist by defining the level of metadata they consider to be 
sufficient for their organization and recording the extent to which deposited material 
meets this standard.

At the time of writing, we are in the midst of a global pandemic caused by COVID-19 
and many countries are in a national lockdown. Undoubtedly, there will be research that 
will follow in the next few years looking at the effect this has had on the archives sector 
and we also hope that there will be a new pool of evidence available, from which we can 
evaluate the real impacts of this severe and rare event on digital preservation risks. This 
will give us the opportunity to re-evaluate the best way to incorporate service continuity 
and sustainability threats into DiAGRAM.

Future of DiAGRAM

We want DiAGRAM to be a tool that is of continuing value to the archives sector so 
feedback at this early stage is critical. Our long-term ambition is that DiAGRAM will 
be developed collaboratively by the archival community and managed by The 
National Archives on the same model as existing digital preservation tools such as 
DROID (Digital Record Object Identification) and the technical registry PRONOM.20 

We envisage DiAGRAM as a living service, which we will regularly review and update 
with new evidence as it becomes available and as the challenges of preserving the 
Nation’s digital heritage continue to emerge and change.

All content is available under the Open Government Licence v3.0, except where otherwise 
stated.
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